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Download	PDF	Abstract:	in	this	document,	we	adopt	a	Bayesian	point	of	view	to	predict	real	continuous	processes.	We	give	two	equivalent	definitions	of	a	Bayesian	predictor	and	study	some	properties:	eligibility,	pre-extent	sufficiency,	not	non-distortion,	comparison	with	efficient	predictors.	Pay	the	Poisson	process	and	the	forecast	of	the	process	of
Ornstein-Uhlenbeck	in	continuous	situations	and	championships	are	considered.	Various	simulations	illustrate	the	comparison	with	non-Baysian	predictors.	From:	Delphine	Blanke	[View	Email]	Ã	¢	[via	CCSD	Proxy]	[V1]	Sat,	10	Nov	2012	07:14:27	UTC	(26	KB)	[V2]	Sat,	28	Dec	2013	19:28:55	UTC	(34	KB	)	Download	PDF	Abstract:	In	recent	years
there	has	been	a	wave	of	interest	in	the	statistics	of	the	rupture	event	events	in	stochastic	processes.	Together	with	this,	many	new	and	interesting	applications	of	the	record	theory	have	been	discovered	and	explored.	RECORD	statistics	of	unrelated	random	variables	sampled	by	time-dependent	distributions	have	been	designed	extensively.	The
results	were	applied	in	various	areas	to	model	and	explain	the	rupture	events	of	the	records	in	the	observational	data.	Particularly	interesting	and	fruitful	it	was	the	study	of	the	breaking	temperatures	of	the	record	and	their	connection	with	global	warming,	but	also	the	records	in	sport,	biology	and	some	sectors	of	physics	have	been	considered	in
recent	years.	Likewise,	researchers	have	recently	begun	to	understand	the	record	statistics	of	related	processes	such	as	random	walks,	which	can	be	useful	for	modeling	recordings	in	financial	series.	This	review	is	an	attempt	to	summarize	and	evaluate	progress	in	the	field	of	record	statistics	in	recent	years.	From:	Gregor	Wergen	[View	e-mail]	[v1]
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Independence	Independence	Law	Total	Probability	The	Law	of	Great	Numbers	Bayes'	Theorem	Inequality	VENN	Tree	Diagram	Diagram	of	Tree	Tree	Tree	VTE	A	simulated	computing	process	of	a	Wiener	or	B	movement	process	Rownian	motion	on	the	surface	of	a	sphere.	The	Wiener	process	is	widely	considered	the	most	studied	and	central
stochastic	process	in	the	theory	of	the	probability.	[1]	[2]	[3]	In	the	theory	of	the	probability	and	related	sectors,	a	stochastic	(/	stoÃªåÃ¡Ã	«kÃƒ	|	Sté	Âªk	/)	or	a	random	process	is	a	mathematical	object	usually	defined	as	a	family	of	variables	random.	Stochastic	processes	are	widely	used	as	mathematical	models	of	systems	and	phenomena	that	seem	to
vary	randomly.	Examples	include	the	growth	of	a	bacterial	population,	a	floating	electric	current	due	to	the	thermal	noise	or	movement	of	a	gas	molecule.	[1]	[4]	[5]	Stochastic	processes	have	applications	in	many	disciplines	such	as	biology,	[6]	chemistry,	[7]	ecology,	[8]	neuroscience,	[9]	physics,	[10]	image	processing,	signal	processing	,	[11]	Theory
of	control,	[12]	Theory	of	control,	[12]	Information	theory,	[13]	Informatics,	[14]	encryption	[15]	and	telecommunications.	[16]	Furthermore,	apparently	random	changes	in	financial	markets	motivated	the	extensive	use	of	stochastic	processes	in	finance.	[17]	[18]	[19]	And	the	study	of	phenomena	have	in	turn	inspired	the	proposal	of	new	stochastic
processes.	Examples	of	these	stochastic	processes	include	the	Wiener	process	or	the	Brownian	movement	process,	[A]	used	by	Louis	Bachelier	to	study	price	changes	on	the	Paris	Stock	Exchange,	[22]	and	Poisson's	process,	used	by	AK	Erlang	to	study	the	of	phone	calls	that	occur	in	a	certain	period	of	time.	[23]	These	two	stochastic	processes	are
considered	the	most	important	and	central	â	â	in	the	theory	of	stochastic	processes	[1]	[4]	[24]	and	have	been	discovered	repeatedly	and	independent,	both	before	and	after	Bachelier	and	Erlang,	in	different	environments	and	countries.	[22]	[25]	The	term	random	function	is	also	used	to	denote	a	stochastic	or	random	process,	[26]	[27]	because	©	a
stochastic	process	can	be	interpreted	as	a	random	element	in	a	function	space.	[28]	[29]	The	stochastic	process	and	random	process	terms	are	used	interchangeably,	often	without	specific	mathematical	space	for	sets	that	indexes	the	random	variables.	[28]	[30]	But	often	these	two	terms	are	used	when	the	random	variables	are	indexed	by	integers	or
an	interval	of	the	real	line.	[5]	[30]	If	the	random	variables	are	indexed	by	Cartesian	plane	or	some	higher	dimensional	Euclidean	space,	then	the	collection	of	random	variables	is	usually	called	random	field	instead.	[5]	[31]	The	values	​​of	a	stochastic	process	are	not	always	numbers	and	can	be	carriers	and	other	mathematical	objects.	[5]	[29]	On	the
basis	of	their	mathematical	properties,	stochastic	processes	can	be	grouped	into	different	categories,	which	include	random	walks,	[32]	martingale,	[33]	Markov	processes,	vy	processes	[34]	LÃ	©	on,	[35	]	Gaussian	processes,	[36]	random	fields,	[37]	the	process	of	renewal	and	branching	processes.	[38]	The	study	of	stochastic	processes	using
knowledge	and	mathematical	likelihood	techniques,	computation,	linear	algebra,	set	theory	and	topology	[39]	[40]	[41]	and	mathematical	analysis	branches	such	as	real	analysis,	measure	theory,	Fourier	analysis,	and	functional	analysis.	[42]	[43]	[44]	The	theory	of	stochastic	processes	is	considered	an	important	contribution	to	mathematics	[45]	and
continues	to	be	a	very	active	both	for	theoretical	reasons	and	applications	research	topic.	[46]	[47]	[48]	Introduction	stochastic	or	random	process	can	be	defined	as	a	set	of	random	variables	that	is	indexed	by	some	mathematical	together,	which	means	that	every	random	variable	of	the	stochastic	process	is	uniquely	associated	with	an	item	of	'
together.	[4]	[5]	The	set	used	to	index	the	random	variables	is	called	the	index	in	September	Historically,	the	index	set	was	a	subset	of	the	real	line,	such	as	the	natural	numbers,	giving	the	index	to	set	the	interpretation	of	time.	[1]	Each	random	variable	in	the	collection	takes	values	​​from	the	same	mathematical	space	known	as	the	state	space.	This
state	space	can	be,	for	example,	the	integers,	the	real	line	or	n	{\	n}	displaystyle	dimensional	Euclidean	space.	[1]	[5]	An	increase	is	the	amount	that	a	stochastic	process	varies	between	two	index	values,	often	interpreted	as	two	points	in	time.	[49]	[50]	A	stochastic	process	can	have	many	results,	thanks	to	its	randomness,	and	a	single	result	of	a
stochastic	process	is	called,	among	other	names,	a	sample	or	realization	function.	[29]	[51]	A	single	computer	simulated	example	of	realization	or	function,	among	other	terms,	a	three-dimensional	Wiener	or	Brownian	motion	process	for	time	t	0	Ã	¢	¤	Ã	¢	¤	2.	The	set	of	indices	of	this	stochastic	process	are	non-negative	numbers,	while	its	state	space
is	three-dimensional	Euclidean	space.	Classification	A	stochastic	process	can	be	classified	in	various	ways,	for	example,	by	its	state	space,	its	set	index	or	dependence	between	random	variables.	A	common	way	of	grading	is	the	cardinality	set	index	and	the	state	space.	[52]	[53]	[54]	When	interpreted	as	time,	if	the	set	of	indices	of	a	stochastic	process
has	a	finite	or	countable	number	of	elements,	such	as	a	finite	set	of	numbers,	the	set	of	integers,	or	natural	numbers,	then	the	Stochastic	is	said	both	in	a	fair	time.	[55]	[56]	If	the	set	of	indices	is	a	certain	interval	of	the	actual	righteous,	then	time	is	said	to	be	continuous.	The	two	types	of	stochastic	processes	are	respectively	indicated	as	a	discreet
time	and	time	continuous	stochastic	processes.	[49]	[57]	[58]	Discreet	discreet	time	Processes	are	considered	easier	to	study	because	continuous-time	processes	require	more	advanced	mathematical	techniques	and	knowledge,	in	particular	due	to	indexes	to	be	innumerable.	[59]	[60]	If	the	index	set	is	integers,	or	a	subset	of	them,	then	the	stochastic
process	can	also	be	called	a	random	sequence.	[56]	If	the	space	has	been	the	whole	numbers	or	natural	numbers,	then	the	stochastic	process	is	called	discreet	stochastic	process	or	entire	values.	If	the	state	space	is	the	real	line,	then	the	stochastic	process	is	indicated	as	a	real	stochastic	process	values	​​or	a	process	with	the	continuous	state	space.	If
the	space	has	been	n	{displaystyle	n}	dimensional	euclide	space,	then	the	stochastic	process	is	called	n	{displaystyle	n}	process	vector	dimensional	or	n	{displaystyle	n}	process	-vector.	[52]	[53]	Etymology	The	stochastic	word	in	English	was	originally	used	as	an	adjective	with	the	definition	"of	relevance	to	conjecture",	and	which	derives	from	a
Greek	word	that	means	"to	aim	to	a	brand,	guess",	and	the	Oxford	English	Dictionary	gives	the	year	1662	as	its	first	occurrence.	[61]	In	his	work	on	the	conjectandi	probabilities,	originally	published	in	Latin	in	1713,	Jakob	Bernoulli	used	the	phrase	"Ars	Conjectandi	Sive	Stochastice",	which	was	translated	by	"the	art	of	conjecture	or	stochastic".	[62]
This	phrase	was	used,	with	reference	to	Bernoulli,	from	Ladislao	Bortkiewicz	[63],	which	in	1917	wrote	in	German	The	word	Stochastik	with	a	sense	means	random.	The	stochastic	process	term	first	appearance	in	English	in	a	document	1934	by	Joseph	Doob.	[61]	For	the	term	and	a	specific	mathematical	definition,	Doob	has	quoted	another	1934
paper,	where	the	term	Stochastischer	ProzeÃƒ	was	used	in	German	by	Aleksandr	Khinchin,	[64]	[65]	Although	the	German	term	was	Used	earlier,	for	example,	by	Andrei	Kolmogorov	in	1931.	[66]	According	to	the	Oxford	English	Dictionary,	first	occurrences	of	the	random	word	in	English	with	its	current	meaning,	which	refers	to	the	case	or	luck,	date
back	to	16th	century	,	while	previously	registered,	started	in	the	14th	century	as	a	noun	that	means	"impetuosity,	great	speed,	strength,	or	violence	(riding,	running,	hitting,	etc.)".	The	word	itself	derives	from	an	average	French	word	which	means	"speed,	hurry",	and	is	probably	derived	from	a	French	verb	that	means	"execute"	or	"gallop".	The	first
written	appearance	of	the	pre-date	random	process	term,	which	the	Oxford	English	Dictionary	also	like	synonym,	and	was	used	in	an	article	by	Francis	Edgeworth	published	in	1888.	[67]	Terminology	The	definition	of	a	stochastic	process	Various,	[68],	but	a	stochastic	process	is	traditionally	defined	as	a	set	of	random	variables	indexed	from	a	while.
[69]	[70]	The	random	process	and	stochastic	process	are	considered	synonymous	and	are	used	interchangeably,	a	stroke	of	indices	being	defined	accurately.	[28]	[30]	[31]	[71]	[72]	[73]	both	"collection",	[29]	[71]	or	"family"	are	used	[4]	[74]	while	instead	of	"set	index",	a	Times	the	terms	"parameter	set"	[29]	or	"parametric	space"	[31]	are	used.	The
term	random	function	is	also	used	to	indicate	a	stochastic	or	random	process,	[5]	[75]	[76]	although	it	is	sometimes	used	only	when	the	stochastic	process	assumes	real	values.	[29]	[74]	This	term	is	also	used	when	index	sets	are	different	mathematical	spaces	real	recta,	[5]	[77]	while	the	terms	of	stochastic	process	and	random	process	are	usually
used	when	the	index	set	comes	interpreted	as	time,	[5]	[77]	[78]	and	the	other	terms	are	used	as	a	random	field	when	the	index	set	is	n	{displaystyle	n}	dimensional	Euclide	space	r	n	{displaystyle	mathbb	{r}	{	n}}	or	a	collector.	[5]	[	[31]	Notation	A	stochastic	process	can	be	denoted,	among	other	things,	from	{x	(t)}	t	Ã	¢	t	{displaystyle	{x	(t)}	_
{t}},	[57]	{X	t}	t	to	t	{displaystyle	{x_	{t}}	_	{t	in	t}}	[70]	{x}	{t	displaystyle}}	[79]	{x	(t)}	{displaystyle	{x	(t)}}	or	simply	as	x	{displaystyle	x}	or	x	(t)	{displaystyle	x	(t)},	even	if	xx	t)	{DisplayStyle	X	(T)}	is	considered	as	an	abuse	of	notation	function.	[80]	For	example,	x	(t)	{displaystyle	x	(t)}	or	x	t	{displaystyle	x_	{t}}	are	used	with	reference	to
the	random	variable	with	t	index	{displaystyle	t},	and	not	the	Whole	stochastic	process.	[79]	If	the	index	set	is	t	=	[0,	¢)	{displaystyle	t	=	[0,	infty)},	then	you	can	write,	for	example,	(x	t,	t	Ã,	¥	0)	{	DisplayStyle	(X_	{}	T,	T	Geq	0)}	To	indicate	the	stochastic	process.	[30]	Process	examples	Bernoulli	Main	article:	Bernoulli's	process	One	of	the	most
simple	stochastic	processes	is	the	process	of	Bernoulli,	[81],	which	is	a	sequence	of	(IID)	random	variables	independent	and	identically	distributed,	where	each	random	variable	takes	Both	a	value	or	zero,	let's	say	one	with	probability	p	{displaystyle	p}	and	zero	with	probability	1	to	p	{displaystyle	1-p}.	This	process	can	be	connected	to	repeatedly
throwing	a	coin,	where	the	probability	of	getting	a	head	is	p	{displaystyle	p}	and	its	value	is	one,	while	the	value	of	a	queue	is	zero.	[82]	In	other	words,	a	Bernoulli	process	is	a	sequence	of	random	variables	of	Bernoulli	Iid	[83]	in	which	every	Coin	Flip	is	an	example	of	a	process	of	Bernoulli.	[84]	Random	Walk	Main	article:	Random	Walk	Random
walks	are	stochastic	processes	that	are	usually	defined	as	the	sums	of	IID	random	variables	or	random	vectors	in	Euclidean	space,	so	that	the	processes	that	change	in	discrete	time	[85]	[86	]	[87]	[88.	]	[89]	But	some	also	use	the	deadline	for	referring	to	processes	that	change	over	continuous	time,	[90]	in	particular	the	Wiener	process	used	in
finance,	which	led	to	a	certain	confusion,	resulting	in	its	criticism.	[91]	There	are	other	various	types	of	random	walks,	defined	in	a	way	of	state	spaces	can	be	other	mathematical	objects,	such	as	lattices	and	groups,	and	in	general	they	are	highly	studied	and	have	many	applications	in	different	disciplines.	[90]	[92]	A	classic	example	of	a	random	walk
is	known	as	the	simple	random	walk,	which	is	a	stochastic	process	at	a	discreet	time	with	whole	numbers	as	a	state	space,	and	is	based	on	a	process	of	Bernoulli,	where	Each	Bernoulli	variable	accepts	both	the	positive	or	negative	value.	In	other	words,	the	simple	random	walk	takes	place	on	the	entire,	and	its	value	increases	by	one	with	probability,
let's	say,	p	{displaystyle	p},	or	decreases	one	with	a	probability	1	ap	{displaystyle	1-p},	so	that	The	index	set	of	this	random	walk	is	the	natural	numbers,	while	its	space	of	the	states	is	the	whole	numbers.	If	the	P	=	0.5	{P	DisplayStyle	=	0.5},	this	random	walk	is	called	symmetrical	strolled	walk.	[93]	[94]	Wiener	Process	Main	article:.	Wiener	Wiener
process	is	a	stochastic	process	with	stationary	and	independent	increments	that	are	normally	distributed	based	on	the	size	of	the	increments	[2]	[95]	The	Wiener	process	takes	its	name	Norbert	Wiener,	which	demonstrated	mathematical	existence,	but	The	process	is	also	called	the	Brownian	motorcycle	or	simply	Brownian	motorcycle	process	thanks
to	its	historical	connection	as	a	model	for	Brownian	motorcycles	in	liquids.	[96]	[97]	[98]	Realization	of	Wiener	processes	(or	Brownian	motorcycle	processes)	with	drift	(blue)	and	without	drift	(red).	Playing	a	central	role	in	the	probability	theory,	the	Wiener's	process	is	often	considered	the	most	important	and	studied	stochastic	process,	with	links
with	other	stochastic	processes.	[1]	[2]	[3]	[99]	[100]	[101]	[102]	Its	index	set	and	space	of	states	are	non-negative	numbers	and	real	numbers,	respectively,	then	set	index	continuous	and	precise	space.	[103]	But	the	process	can	be	defined	more	in	general	for	which	its	state	space	can	be	n	{}	DisplayStyle	Euclido	space	-Dimensional.	[92]	[100]	[104]
If	the	average	of	any	increment	is	Then	the	resultant	Wiener	or	Brownian	motorcycle	process	is	said	to	derive	from	zero.	If	the	average	of	the	increase	for	each	pair	of	points	over	time	is	equal	to	the	time	difference	multiplied	by	a	constant	Ã¯	Â¼	{DisplayStyle	MU},	which	is	a	real	number,	then	the	resulting	stochastic	process	is	said	to	have	drift	Ã¯
Â¼	{displaystyle	mu}	mu}	Almost	certainly,	a	path	of	the	sample	of	a	Wiener	process	is	continuing	anywhere	but	from	any	differentiative	part.	It	can	be	considered	as	a	continuous	version	of	the	simple	Random	Walk.	[50]	[106]	The	process	arises	as	a	mathematical	limit	of	other	stochastic	processes	such	as	some	random	walks	rigid,	[108]	[109]
which	is	the	object	of	the	theorem	or	invariance	principle	of	donsker,	also	known	as	the	functional	central	limit	theorem.	[110]	[111]	[112]	The	Wiener's	process	is	a	member	of	some	important	families	of	stochastic	processes,	including	Markov's	processes,	©	Vy	processes	and	Gaussian	processes.	[2]	[50]	The	process	also	has	many	applications	and	is
the	main	stochastic	process	used	in	the	stochastic	calculation.	[113]	[114]	It	plays	a	central	role	in	quantitative	finance,	[115]	[116]	where	it	is	used,	for	example,	in	the	Blacka	ScholesÃ	¢	Merton	model.	[117]	The	process	is	also	used	in	different	fields,	including	most	natural	sciences,	as	well	as	some	branches	of	social	sciences,	as	a	mathematical
model	for	various	random	phenomena.	[3]	[118]	[119]	Poisson	Process	Main	article:.	Poisson's	process	The	Poisson	process	is	a	stochastic	process	that	has	different	forms	and	definitions	[120]	[121]	it	can	be	defined	as	a	count	process,	which	is	a	stochastic	process	that	represents	the	random	number	of	points	or	events	up	to	Some	time.	The	number
of	points	in	the	process	that	is	in	the	range	from	zero	to	a	given	time	is	a	Poisson	variable	that	depends	on	time	and	some	parameters.	This	process	has	natural	numbers	such	as	its	space	of	states	and	non-negative	numbers	as	its	index	set.	This	process	is	also	called	the	Poisson	counting	process,	since	it	can	be	interpreted	as	an	example	of	a	counting
process.	[120]	If	a	Poisson	process	is	defined	with	a	single	positive	constant,	then	the	process	is	called	homogeneous	Poisson	process.	[120]	[122]	The	homogeneous	Poisson	process	is	a	member	of	important	classes	of	stochastic	processes	such	as	Markov's	processes	and	©	Vy	processes.	[50]	The	homogeneous	Poisson	process	can	be	defined	and
generalized	in	different	ways.	It	can	be	defined	so	that	his	index	set	is	real	right,	and	this	stochastic	process	is	also	called	the	stationary	Poisson	process.	[123]	[124]	If	the	constant	parameter	of	the	Poisson	process	is	replaced	with	an	unbeached	integral	function	of	T	{DisplayStyle	T},	the	resulting	process	is	called	a	process	of	unequaled	or	non-
homogeneous	Poisson,	in	which	the	average	density	The	steps	of	the	process	is	no	longer	constant.	[125]	It	serves	as	a	fundamental	process	in	queue	theory,	the	Poisson	process	is	an	important	process	for	mathematical	models,	where	it	is	applied	for	event	models	that	occur	randomly	in	certain	time	windows.	[126]	[127]	Defined	on	the	actual	line,
the	Poisson	process	can	be	interpreted	as	a	stochastic	process,	[50]	[128]	among	other	random	objects.	[129]	[130]	But	then	it	can	be	defined	on	the	n	{DisplayStyle	n}	dimensional	Euclidean	space	or	other	mathematical	spaces,	[131]	where	it	is	often	interpreted	as	a	random	set	or	a	random	counting	measure,	instead	of	a	stochastic	process.	[129]
[130]	In	this	setting,	the	Poisson	process,	also	called	the	Poisson's	point	process,	is	one	of	the	most	important	objects	of	the	probability	theory,	both	for	theoretical	applications	and	reasons.	[23]	[132]	But	it	was	noted	that	the	Poisson	process	does	not	receive	more	attention	as	it	should,	partly	due	often	only	considered	on	the	actual	rect,	and	not	on
other	mathematical	spaces.	[132]	[133]	Definitions	A	stochastic	process	is	defined	as	a	set	of	random	variables	defined	on	a	common	probability	space	(Ãž	Â	©,	f,	p)	{displaystyle	(omega,	{mathcal	{f}}	,	P)},	where	I	©	©	{DisplayStyle	omega}	is	a	sample	space,	f	{	{mathcal	{f}}}	is	a	{displaystyle	sigma}	-	algebra,	and	p	{displaystyle	p}	is	a
probability	measure;	and	random	variables,	indexed	by	a	set	T	{DisplayStyle	T},	all	TAKE	values	in	the	same	mathematical	space	S	S	S},	which	must	be	measurable	compared	to	some	Ã¯æ	'{DisplayStyle	sigma}	-Algebrabra	Ãž	â	£	{DisplayStyle	SIGMA}.	[29]	In	other	words,	for	a	given	probability	space	(Ãž	Â	©,	f,	p)	{displaystyle	(omega,	{mathcal
{f}},	p)}	and	a	measurable	space	(s,	Ãž	Â	£)	{DisplayStyle	(s,	sigma)},	a	stochastic	process	is	a	collection	of	s	{displaystyle	s}	random	variables	of	value,	which	can	be	written	as:	[81]	{x	(t):	t	Ã	¢	T}.	{DisplayStyle	{x	(t):	t	in	t	in	t	in	t}.}	Historically,	in	many	problems	from	natural	sciences	a	point	t	Ã	¢	t	{displaystyle	t}	had	the	meaning	of	time,	then
x	(t)	{displaystyle	x	(t)}	is	a	random	variable	that	represents	a	value	observed	at	the	time	t	{displaystyle	t}.	[134]	A	stochastic	process	can	also	be	written	as	{x	(t,	Ã¯	â	€	°):	t	Ã	¢	t}	{displaystyle	{x	(t,	omega):	t	in	t}}	to	reflect	That	actually	is	a	function	of	two	variables,	t	Ã	¢	t	{DisplayStyle	t}	and	Ã	â	€	™	â	©	{DisplayStyle	OMEGA}.	[29]	[135]	There
are	other	ways	to	consider	a	stochastic	process,	with	the	above	definition	considered	the	traditional.	[69]	[70]	For	example,	a	stochastic	process	can	be	interpreted	or	defined	as	a	random	variable	st	{displaystyle	s	^	{t}},	where	ST	{displaystyle	s	^	{t}}	is	the	space	of	the	whole	possible	s	{displaystyle	s}	-Valued	functions	of	t	Ã,	t	{displaystyle	t}
that	map	from	set	t	{displaystyle	t}	in	space	s	{displaystyle	s}.	[28]	[69]	Index	Set	the	set	T	{DisplayStyle	T}	It	is	called	index	set	[4]	[52]	or	parameter	set	[29]	[136]	of	the	stochastic	process.	Often	this	set	is	a	subset	of	the	actual	line,	such	as	natural	numbers	or	interval,	giving	set	T	{DisplayStyle	T}	The	interpretation	of	time.	[1]	In	addition	to	these
sets,	the	T	{DisplayStyle	T}	set	can	be	another	set	with	a	total	order	or	a	more	general	set,	[1]	[55]	as	the	Cartesian	Plan	R	2	{DisplayStyle	R	^	{	2}}	on	{DisplayStyle	n}	-	Euclidous	space,	where	an	element	t	Ã	¢	t	{DisplayStyle	t}	can	represent	a	point	in	space.	[49]	[137]	That	said,	many	results	and	theorems	are	only	possible	for	stochastic
processes	with	a	completely	ordered	set	of	indices.	[138]	State	space	The	mathematical	space	s	{DisplayStyle	S}	of	a	stochastic	process	is	called	the	state	space.	This	math	space	can	be	defined	using	whole	numbers,	real	lines,	n	{DisplayStyle	n}	-Dimensional	Euclidean	spaces,	complex	plans	or	more	abstract	math	spaces.	The	state	space	is	defined
using	elements	that	reflect	different	values	​​that	the	stochastic	process	can	take.	[1]	[5]	[29]	[52]	[57]	Sample	function	An	example	function	is	a	single	result	of	a	stochastic	process,	therefore	it	is	formed	by	taking	a	single	possible	value	of	each	random	variable	of	the	stochastic	process.	[29]	[139]	More	precisely,	if	{x	(t,	Ã¯	â	€	°):	t	Ã	¢	t}	{displaystyle
{x	(t,	omega):	t	in	t}}	is	a	Stochastic	process,	so	for	any	point	Ã¯	â	€	°	Ã,	Â	©	{DisplayStyle	Omega	in	Omega},	mapping	x	(Ã	¢
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